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Abstract
Speech synthesis, or text-to-speech (TTS), generates a speech waveform of the given text. To build a satisfactory TTS system, a large natural speech corpus is requested. In the traditional approach, the corpus should be accompanied with precise annotations. However, the annotation is difficult and costly. Recently, end-to-end speech synthesis methods are proposed, which eliminated the requirement of annotation. The end-to-end methods make the development of TTS system less costly and easier. We used the state-of-the-art end-to-end Tacotron model in the Mongolian TTS task. With much more unannotated speech data (about 17 hours), the new system beats the old best Mongolian TTS system, which is trained on a small amount of annotated data (about 5 hours), with a big margin. The new mean opinion score (MOS) is 3.65 vs 2.08 which is the old one. The proposed system becomes the first Mongolian TTS system can be utilized in real applications.
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1. Introduction
Speech synthesis, or text-to-speech (TTS), generates a speech waveform of the given text [1]. TTS is one of the most important components of the voice user interface. With the widespread use of smart voice assistants (e.g. Siri from Apple), research on speech synthesis draws more and more attention [2]. Most traditional speech synthesis methods fall into two categories: unit-selection synthesis [3] and statistical parametric speech synthesis (SPSS) [4]. Unit-selection synthesis selects appropriate sub-word units from large corpora of natural speech, then concatenates the selected units to form the output. In contrast to selecting the actual speech instances, SPSS models the sub-words with parametric models and generates speech from these parametric models. Unit-selection owns higher naturalness, while SPSS over the unit-selection synthesis in flexibility and controllability.

Both of the unit-selection synthesis and the SPSS request a large natural speech corpus. It appears that the larger the corpus the better the quality of the synthesized speech. Unfortunately, recording large corpus is very difficult and costly [5]. To build such a speech corpus, firstly, we need carefully select the sentences to make them phonetically and prosodically balanced. Secondly, we need carefully select a suitable speaker who should give a pleasant voice, with good voice quality and professional recording experience. Thirdly, we need to be equipped with professional recording devices and environment which can obtain high-quality noise-free recordings. Lastly and the most costly, we need to give precise annotations on these recordings.

Data annotation for TTS is much difficult and costly than other applications. For example, speech recognition only needs to transcribe the recordings at word level. However, TTS system needs to model a series expressive factors of speech, which includes intonation, stress, rhythm, and so forth. To fit the requirement of the TTS, we need to transcribe the recordings not only in word level, but also in sub-word (e.g. phoneme) level. The non-speech events like breathing or clicking also need to be picked out. The intonation, stress, rhythm, syllable and prosody have to be annotated, too. All of these annotations should be aligned to the time-line of the recording. Annotation boundaries also need careful fine tuning. Because any misannotation often causes glitches in the synthesized speech, we need double check these annotations. All of these requirements make the data annotation difficult and costly. In our experience, the annotation of one hour’s recording spends one man-month work, and involves at least two native speaking and professional annotators, where one for the first-phase annotation and another for revision. In average, one hour’s TTS speech data cost over 1000 US dollars, in where the annotation cost the 95%.

The requirement of annotation much restricts the quality improvement of the TTS systems, especially for the languages whose resources are scarce. Mongolian is one of these languages. As far as our knowledge, the largest annotated Mongolian speech corpus, which can be used in TTS, only contains about 5 hours recordings. The state-of-the-art TTS system is built upon it only obtains 2.08 mean opinion score (MOS) 1, which means the perceived quality is “poor”. In fact, this system cannot be used in any real applications. However, the requirement of a usable Mongolian TTS system is urgent. Mongolian is an influential language. There are about 6 million people who speak Mongolian language all over the world. Mongolian is one of the five major minority languages in China, and is one of the official languages in the Inner Mongolia Autonomous Region of China. To improve the quality of the synthesized Mongolian speech, and develop a TTS system can be used in real applications, we seek for some approaches which do not need the costly data annotation.

The end-to-end learning is a solution to our question. It takes all of multiple stages required by the conventional processing, and replaces them usually with just a single neural network. With the development of deep learning, end-to-end model have achieved significant improvement in many tasks in recent years [6–10]. Specifically, several end-to-end speech synthesis models has been successfully applied to English and other languages [11–14]. The end-to-end TTS system can be trained to predict audio from the text directly, which minimize the costly annotation work. In this work, we used the state-of-the-art end-to-end Tacotron model [14] in the Mongolian TTS task. Because the Tacotron model can be trained with

1 See our experiments in section 4 for details.
pairs only, we can build a larger corpus with our limited budget. As a result, a Mongolian corpus is built, which contains about 17 hours recordings with word-level transcriptions. Although it smaller than the actually used English TTS corpus, it much larger than the existing largest Mongolian TTS corpus. A Mongolian TTS system is built with the Tacotron model trained with the new corpus. The new system obtains a MOS at 3.65, which beats the old best system with a big margin.

The rest of the paper is organized as follows: related work on end-to-end speech synthesis and Mongolian speech synthesis are described in the next section. Section 3 describes the proposed Mongolian speech synthesis system. Section 4 shows the experimental conditions and results. The conclusions are proposed in the last section.

2. Related Works

The Mongolian TTS research follows the SPSS methods. Hidden Markov model (HMM) [15] has dominated SPSS for a long time. Then, deep neural network (DNN) has been introduced into SPSS [16]. Zhao applied the HMM in the Mongolian speech synthesis in 2014 [17]. Then Liu introduced DNN to Mongolian TTS in 2017 [18]. But limited by available annotated data, both of these two methods cannot give a natural-sounding and even clear synthesized speech, which is not satisfied the requirements of application.

The costly annotation processing is the bottleneck to improve the performance of TTS systems. The end-to-end method, which only uses the <text, audio> pairs as its training data, is proposed to break the bottleneck. [11] is declared as the first step towards end-to-end parametric TTS synthesis. A sequence to sequence model with attention is used to convert the input phonemes to vocoder parameters. [12] proposed a Char2Wav model, which simplified the input. It converts the raw text (characters and not phonemes) to vocoder parameters, directly. [13] proposed a VoiceLoop model. It converts the input characters to vocoder parameters, and can be trained with multiple speakers. [14] proposed a Tacotron model. It converts the input characters to spectrogram. In this work, we adopted the Tacotron model, because it can generate high-quality speech and has open-source implementation. The original paper did not show the results on more languages than English. Our work provided that it can be used in Mongolian and can generate comparable results as in English.

Before we starting this work, a new version of Tacotron model [19] has been proposed, which improved the quality of generated speech. However, the new model involved a complex autoregressive WaveNet model [20] as vocoder. WaveNet generates output audio sample by sample, which results the new Tacotron model cannot generate audio in real-time. The processing speed is critical for our application, therefore we do not employ the new Tacotron model.

3. System Architecture

In this work, we apply the Tacotron model in the Mongolian TTS task. The Tacotron model is a neural text-to-speech model that learns to synthesize speech directly from <text, audio> pairs. In the Mongolian TTS, the training target is utterance which is recorded by a single professional speaker, and the input is the corresponding transcription in Mongolian.

Because of historical issues, nowadays, Mongolian language has two writing systems: 1) Traditional Mongolian scripts used in Inner Mongolia region and 2) Cyrillic scripts used in the Mongolia. Although the two writing systems use different alphabets, both of them are used to transcribe the same pronunciation. Therefore, there are some relaxed counterparts between their alphabets. Base on the alpha-level corresponding, the traditional Mongolian scripts can be converted to Cyrillic scripts, and vice versa [21, 22]. As the middle layer of the transformation, a Mongolian Latin transliteration scheme is used [23]. Both traditional and Cyrillic Mongolian scripts can be converted into this Latin form, and vice versa. To generate synthesized speech from both of the traditional and Cyrillic Mongolian scripts, in this work, we use the Latin scripts as the input of the Tacotron model.
4. Experiments and Results

4.1. Dataset

Because of the annotation cost, as far as we know, there are no large scale speech synthesis corpus in Mongolian language. The largest Mongolian speech synthesis corpus is reported in [17] and [18]. With a private communication with their common corresponding author, we got known that the current largest speech synthesis corpus is contains about 5 hours Mongolian recording data, and has been used to train their DNN-based and HMM-based TTS system. A HMM-based TTS demo is accessible for public. We are really thank the author provide us with some synthesized outputs from the DNN-based method.

Since the proposed end-to-end framework required only few annotations, we can easily build up a larger corpus. A professional Mongolian native female speaker was invited to record audio. Two Mongolian native speakers double checked the corresponding between the text and the audio recording. Our large-scale corpus covers common daily usage scenarios of Mongolian. The sentences are selected to make phonetically and prosodically balanced. The texts in this dataset are normalized. For example, the number “1” will be normalized to Mongolian Latin representation “нэг”. This Mongolian speech synthesis dataset consists of 13645 utterances, about 17 hours in total. Speech signal is sampled at 22.05 kHz and quantized with 16-bit depth. In this experiment, we use the 90% of the whole corpus for training, 5% for developing, 5% for evaluating.

4.2. Experimental setup

We compared the proposed end-to-end Mongolian speech synthesis system with HMM-based [17] and DNN-based [18] Mongolian TTS system. The detailed model configuration is described as follows.

- **HMM**: In HMM-base Mongolian TTS system, the authors use the statistic Mongolian grapheme to phoneme (G2P) conventional method to generate phoneme sequence. Then syllable and prosody are added to the phoneme sequence as the linguistic input of the Model. HMM Model predicts acoustic vocoder parameters from input features. We did not implement this TTS system. We generated a batch of synthesized outputs by using the author provided web-based TTS system.

- **DNN**: In DNN-base method, DNN is used to alternative HMM model in SPSS framework. The target of DNN is acoustic vocoder parameters, predicting from same linguistic feature as the HMM-based one described above. In this system, the DNN has 2 hidden layers, each layer has 512 units. We also did not implement this TTS system by ourselves. We obtained a batch of synthesized outputs from the original author of [18].

- **End2End**: We implement the proposed end-to-end model as described in section 3. Hyperparameters character embedding size is set to 256, reduction factor (r) is set to 5, and batch size is set to 8. We use Adam optimizer with learning rate decay to train the model.

- **Nature**: We involved a real human speaker in our comparison. We use the test set of dataset for evaluation.

4.3. Subjective Evaluation

To evaluate the perceived quality of synthesized speech, we conduct a subjective listening test. 40 utterances from each method are taken into consideration. Subjects who participated in the test are asked to score heard utterances in the item of perceived quality. The score follows the MOS ranges from 1 to 5, where 1 is lowest, and 5 is the highest perceived quality. As a reference, 1 to 5 means “bad”, “poor”, “fair”, “good”, and “excellent”.

We conducted a web-based listening test experiment. Subjects can participate in the experiment via a browser on a PC or mobile phone. We think this experimental setting can reflect real applications’ scenario. In the experiment, each subject is showed with 4 utterances from different method, where these 4 utterances are randomly selected to avoid memory effects. Before submitting a score, the subject is required to answer a validation question which can determine whether the subject really know Mongolian. We received about 300*4 scores, where each utterance was scored about 8 times in average. Due to the experimental setting, we cannot determine the exact number of the subjects. As an alternative measures, we found about 60 unique IP addresses from the subjects. Since the subject selection, there are only few subjects failed to pass the validation question test, who come from 7 unique IP addresses, and submitted near 50*4 scores. We think their scores also valuable, and give analysis later.

The subjective evaluation is shown in the table 1, where MOS is calculated by taking the arithmetic average of all scores assigned the subjects who passed the validation question test. From table 1, we can clearly see that the proposed method outperforms both of the HMM-based and DNN-based methods with a big margin: 1.57 to the HMM-based and 1.96 to the DNN-based method. Because of the lack of annotated data, the HMM-based and DNN-based methods give a poor perceived quality, whose voice naturalness is very bad. Both methods give annoying robotic artifacts. Compared to these methods, the proposed method gives more natural synthesized speech. Its perceived quality is fair, and is approaching to good.

<table>
<thead>
<tr>
<th>System</th>
<th>MOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM</td>
<td>2.08 ± 0.251</td>
</tr>
<tr>
<td>DNN</td>
<td>1.70 ± 0.235</td>
</tr>
<tr>
<td>End2End</td>
<td>3.65 ± 0.116</td>
</tr>
<tr>
<td>Nature</td>
<td>4.92 ± 0.079</td>
</tr>
</tbody>
</table>

An interesting phenomenon is found when analyzing the scores from the subjects who have not passed the validation question test. Clearly, they may have no knowledge on the
Mongolian. But we believe they have the knowledge of what is a better speech. Their scores are summarized in Table 2. In the world of subjects who have no idea on the Mongolian, the question is simple: there are just the good or bad utterances. They can clearly distinguish natural speech out of the speech from DNN-based and HMM-based models. They think the output of DNN-based and HMM-based methods only have small difference, both of them are bad. On the other side, they also think the output of the proposed method is difficult to distinguish from the human generated voice. It seems that the proposed method passes a low version of Turing test where the judges do not know the test language.

<table>
<thead>
<tr>
<th>System</th>
<th>MOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM</td>
<td>1.62 ± 0.278</td>
</tr>
<tr>
<td>DNN</td>
<td>1.55 ± 0.306</td>
</tr>
<tr>
<td>End2End</td>
<td>4.77 ± 0.092</td>
</tr>
<tr>
<td>Nature</td>
<td>4.98 ± 0.038</td>
</tr>
</tbody>
</table>

4.4. Objective evaluation

The fundamental frequency, or \( F_0 \), is an essential acoustic feature that connected with the speech prosody. We compared the \( F_0 \) from the synthesized speech against that from human generated voice. An example is given in figure 2, in this figure a dynamic time warping (DTW) is used for alignment. Obviously, we can see the proposed method get a better \( F_0 \) contour which is closer to natural speech than other methods. The mean squared error (MSE) of \( \log F_0 \) between the synthesized speech from three different methods to natural speech are 0.3104, 0.6454 and 0.0759 for HMM, DNN and End2End methods respectively. It indicates that the proposed method can generate more natural speech.

4.5. Deployment

We compile the model into both of the CPU and GPU instruction. We find that 30 times faster to use GPU than CPU in our test environment. In the GPU implementation, multiple NVIDIA Tesla K80 GPUs are used to synthesize speech waveform in parallel. It takes 1 second to synthesize a 13 seconds speech on average, which satisfying the real-time requirements.

5. Conclusion

In this paper, we proposed an end-to-end Mongolian speech synthesis system. Since the proposed system requires few annotations, we can afford the money and time to build a large-scale Mongolian corpus dataset for the model training. A Mongolian speech synthesis dataset consists of about 17 hours recording is built. As a result, the proposed end-to-end system becomes the new state-of-the-art in Mongolian speech synthesis task. We conduct the subjective and objective evaluation to compare the proposed system and the existing systems. The experimental results show that the proposed end-to-end model performs better than HMM-based and DNN-based models with a big margin.

We deploy the proposed system as a web-based service \(^3\) and use multi GPU thread to generate speech. Our system achieves high availability and low latency, and becomes the first Mongolian TTS system can be used in real applications.

For mobile devices, like smartphones, the proposed model is too large to deploy. In the future, we will conduct research to explore a simpler network architecture, expected to achieve comparable performance.
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